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EXPONENTIAL SMOOTHING FOR FINANCIAL TIME SERIES DATA
FORECASTING

Abstract. The article begins with the formulation for predictive learning called exponential
smoothing forecasting. The exponential smoothing is commonly applied to financial markets such
as stock or bond, foreign exchange, insurance, credit, primary and secondary markets. The
exponential smoothing models are useful in providing the valuable decision information for
investors. Simple and double exponential smoothing models are two basic types of exponential
smoothing method. The simple exponential smoothing method is suitable for financial time series
forecasting for the specified time period. The simple exponential smoothing weights past
observations with exponentially decreasing weights to forecast future values. The double
exponential smoothing is a refinement of the simple exponential smoothing model but adds another
component which takes into account any trend in the data. The double exponential smoothing is
designed to address this type of data series by taking into account any trend in the data.
Measurement of the forecast accuracy is described in this article. Finally, the quantitative value of
the price per common share forecast using simple exponential smoothing is calculated. The applied
recommendations concerning determination of the price per common share forecast using double
exponential smoothing are shown in the article.
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ITPOT'HO3YBAHHSA ®IHAHCOBUX JAHNX HA OCHOBI
EKCIHIOHEHIIIMHOI'O 3T JIAJI)KYBAHHSA

Anomauyin. B cmammi onucaHo Memoo  eKCNOHEHYIUHO20  321a0XHCY8AHHA  OJls
npocHo3yeanns  ¢hinancoeux Oanux. Memoou  eKcnomeHYiliHO20 — 3271A0NCY8AHHA — UWUPOKO
3acmoco8ylome 01 NPOSHO3VBAHHA OAHUX HA (DIHAHCOBUX PUMKAX, MAKUX 5K PUHOK aKyitl ma
obnizayitl, cmpaxosuti, kpeoumHui punku. Mooeni excnoHenyitiHo20 321a0X4CY8AHHS € KOPUCHUMU
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0J151 NPUUHAMMSA YAPAGIIHCOKUX pilleHb ineecmopamu. [Ipocme excnonenyitine 321a02Cy8aHHsa ma
eKCHOHeHYIliHe 3271a0JCY8AHH 3 MPEHO0B8UM pe2yNl08aHHA € OCHOBHUMU MUNAMU Mooenell
eKCNOHEeHYIUHO020 321a02cy8anns. IIpocme eKxcnoueHyiline 321A04CY8AHHA € KOPUCHUM  OJisl
NPOCHO3Y8AHHSA (DIHAHCOBUX OAHUX HA Ne8HUL Nepiod 4acy, OCKLIbKU KOd#CeH (DIHAHCO8UL NOKAZHUK
3271A04CYEMBCSL 30 OONOMO20I0 842U, AKA 3MEHULYEMbCS N0 MIpi 8i00aneHHs 6i0 KiHys psody 3d
excnonenmoro. Excnonenyitine 321a0xcyéanusi 3 mpeHoOSUM pe2yNio8aHHs NPUCHOCO8AHE 00
peaynioeants mpendy. B cmammi 3acmocoeano meopemuunuil mamepian 00 NPOSHO3YEAHHS YIHU
38uuatinoi akyii. 30iticHeHO nepesipKy MmoYHOCMI OMPUMAHO20 NPOSHO3Y MA PO3PAXOBAHO NPOSHO3
Yinu 36UdaUHOl aKyii Ha HacmynHuil Nepioo HA OCHOBI NPOCMO20 eKCNOHEHYIIHO20 32NA0NCYBAHHS.
llokazano npukiaone 3acmocy8anHs Memooy eKCNOHEHYIUHO20 3211a0XCY8AHHA 3 MPEHOOBUM
Dpe2y08aHHAM OJisl GUSHAYEHHSL YIHU 36UYALIHOT aKYii.

Knrouosi cnosa: npocme excnonenyitine 321a02CY8aHHSA, €KCNOHEHYIUHEe 321A0NCYBAHHS 3
MPEHO0BUM Pe2YNI08AHHAM, NPOSHO3, KOHCMAHMA 321A0NCYBAHHS, NOMUIKA NPOSHO3Y.

Tarbsana Ky:xna

IMPOTHO3NPOBAHUE ®UHAHCOBBIX JTAHHBIX HA OCHOBAHHUU
IKCITOHEHIINAJIBHOI'O CI'VIA’KUBAHUA

Annomayus. B cmamve onucano Mmemoo IKCHOHEHYUATILHO20 C2NANCUBAHUSA  OJid
NPOCHO3UPOBAHU (DUHAHCOBBIX OaHHbIX. Memoovl IKCNOHEHYUATbHO2O CeNANCUBAHUS WUPOKO
NPUMEHSIOmM 0Ji1 NPOSHO3UPOBAHUS OAHHBIX HA (DUHAHCOBLIX PLIHKAX, MAKUX KAK PLIHOK AKYUU U
obaueayuii, cmpaxoeot, KpeoumHulil pulHKU. Mooenu sKCnoHeHYuanbHo20 Cenadcusanus nojie3nsl
0Nl NpUHAMUS  YNPAGIEeHYecKUx peutenuti uneecmopamu. Ilpocmoe sxcnonenyuanrvHoe
cenascuganue U 9KCNOHEHYUANbHOE CNadCUBanue ¢ MpeHOO8biM pecyIUuposanuem Aeiaomcs
OCHOBHBIMU MUNAamu Mooeell IKCNOHEeHYUAIbHO20 caradcusanus. IIpocmoe sxcnoneHyuanrbHoe
CeNaNCUBanHue MNONe3HO O/ NPOSHO3UPOBAHUS (DUHAHCOBLIX OAHHLIX HA ONPeOeNeHHbIll Nepuod
8DEeMeHU, NOCKONLKY KAdXCOblll (UHAHCOBBIN NOKA3AMeNb CladCUBaemcs ¢ HOMOWbIO 6ecd,
KOMopas. yMeHbuiaemcsi no mepe yoaienus om KOHYa psaoa no dKCHOHeHme. DKCNOHEeHYUANbHOe
cenadcuganHue ¢ mMpeHoo8biM pe2yiuposanuem NpucnocobieHo K pecyiuposanuto mpeuoa. B
cmamve npuMeHeH meopemuyecKuli Mamepual K NpocHO3UPOBAHUIO YeHbl 0ObIKHOBEHHOU AKYUU.
Ocywecmenena npoeepka MOYHOCMU NOJIYYEHHO20 NPOSHO3A U pACCUUMAH NPOSHO3 YEHbl
OObIKHOBEHHOU aKyuu Ha Ccleoylowuil nepuoo HA OCHO8e NPOCMO20 IKCHOHEHYUATbHO2O0
cenasicusanus. Iloxkazano npuxiaoHoe npumeneHue mMemooa 3KCHOHEHYUATIbHO20 CNANCUBAHUSL C
MPEeHO08bIM pe2yIuposanuem OJisl Onpeoenenusl YyeHvl 0ObIKHOBEHHOU AKYUU.

Knrouegvle cnosa: npocmoe 9KCHOHEHYUANbHOE — CAANCUBAHUE, IKCHOHEHYUATbHOE
cenascuganue ¢ MmMpeHoo8blM pe2yIuUpo8aHueM, NPOSHO3, KOHCMAHMA CAANCUSAHUS, OUUOKA
npocHO3aA.

Introduction. A challenging task in financial markets such as stock or bond, foreign
exchange, insurance, credit, primary and secondary markets is to predict the movement direction of
financial markets so as to provide valuable decision information for investors. Thus, many
researches and business practitioners have developed various types of forecasting methods. Of the
various forecasting models, the exponential smoothing model has been found to be an effective
method for the financial time series data predicting by business forecasters [1].

Exponential smoothing is forecasting technique that can be applied to time series, either to
produce smoothed data to make forecasts. The exponential smoothing is commonly applied to
financial market and economic data, but it can be used with any discrete set of repeated
measurements. The exponential smoothing assigns exponentially decreasing weights as the
observation get older. The procedure gives heaviest weight to more recent information and smaller
weights to observations in the more distant past. The reason for this is that the future is more
dependent upon the recent past than on the distant past [1].
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Simple and double exponential smoothing models are two basic types of exponential
smoothing method. The simple exponential smoothing method is suitable for financial time series
forecasting for the specified time period. The simple exponential smoothing weights past
observations with exponentially decreasing weights to forecast future values. In the exponential
smoothing the most recent observations have the greatest influence to forecast [5].

Forecast based on simple exponential smoothing is calculated by the formula (1):

Vs =Y, t(1-a) Y, (1)

where y.; — is the forecast based on exponential smoothing for the next period t;

a (alpha) — is the smoothing factor between 0 and 1 (0< a <I1).
The smoothing factor is the factor used to smooth or filter the data from the most recent
period.

Yit _ s the actual data for the period before current time period t;

Yeu _ s the forecast for the period before current time period t. How initial smoothed
forecast we need to use the first value of time series.

The value of smoothing factor o determines the degree of smoothing and how responsive
the model is to fluctuation in the time-series data. The smoothing factor close to 0 means small
influence of past data (adaptability to most recent data). The smoothing factor close to 1 means
large influence of past data (rigidity of forecast). Forecasters determine the forecast weights,
controlling how fast or slow the model responds to demand changes in your actual.

Double exponential smoothing is a refinement of the simple exponential smoothing model
but adds another component which takes into account any trend in the data. Simple exponential
smoothing models work best with data where there are no trend or seasonality components to the
data. When the data reflects either an increasing or decreasing trend over time, simple exponential
smoothing forecasts tend to lag behind observations [1].

The double exponential smoothing is designed to address this type of data series by taking
into account any trend in the data. As with simple exponential smoothing, in double exponential
smoothing models past observations are given exponentially smaller weights as the observations get
older. In other words, recent observations are given relatively more weight in forecasting than the
older observations [1].

Computation of the forecast using double exponential smoothing includes the following
steps:

| step: Find the forecast based on simple exponential smoothing method (y ) by the

formula (1) as described above.
Il step: Calculate the best estimate (b;) of the trend for the time period t by the formula (2).

bt :(1_ﬂ)'bt71 +IB'(yt - yt—l) ' 2)

where by is the best estimate of the trend for the next period t;

/S — is the trend smoothing factor, (0 < £ < 1), used to smooth the trend.

The trend smoothing factor p must be the values in the range between 0 and 1. But, what are
the “best” values to use for the trend smoothing factors? This depends on the data series being
modeled. In general, the speed at which the older responses are smoothed is a function of the value
of the smoothing factor. When this trend smoothing factor is close to 1, smoothing is quick — more
weight is given to recent observations; and when it is close to 0, smoothing is slow — and relatively
less weight is given to recent observations.

y,— is the forecast based on simple exponential smoothing for the period t;

V.4 — Is the smoothed forecast for previous period.
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Il step: Find the forecast based on double exponential smoothing method. The forecast
based on double exponential smoothing is the sum of the forecast based on simple exponential
smoothing and the best estimate of the trend for the time period t. The forecast based on double
exponential smoothing is given by the formula (3):

N

Yoes = yES +bt ' (3)

where y[:ES — is the forecast based on double exponential smoothing;
¥ — Is the forecast based on simple exponential smoothing for the period t;
b, —is the best estimate of the trend for the period t.

Exponential smoothing models in practice. The application of above theoretical
information is described in example below. Statistical data on price per common share for 10
months are given in the table 1. Compute the forecast of price per common share for February using
simple exponential smoothing, if the smoothing factor «is 0,3.

Table 1
Statistics on price per common share
Months Price per common share, dollars
April 28,7
May 28,9
June 29,1
July 29,5
August 29,3
September 28,9
October 29,7
November 29,9
December 28,8
January 27,6

To determine the forecast for February using simple exponential smoothing, we need to
know the forecast for January. This, in turn, requires us to know the forecast for December. So we
need to go all the way back to the beginning and compute the forecast for each month. For May, we
can use the formula (1). But how do we get the forecast for April? How initial smoothed value for
April we can use the first value of time series, i.e. 28,9. The forecast of price per common share for
February using simple exponential smoothing is reported in the table 2.

Table 2
Calculation results
Months Price per common Forecast for_ the period before curr_ent time period t,
share, dollars if the smoothed factor is 0,3

April 28,7 _

May 28,9 28,7

June 29,1 0,3*28,9+(1-0,3)*28,7=28,76

July 29,5 0,3*29,1+(1-0,3)*28,76=28,86

August 29,3 0,3*29,5+(1-0,3)*28,86=29,05
September 28,9 0,3*29,3+(1-0,3)*29,05=29,13

October 29,7 0,3*28,9+(1-0,3)*29,13=29,06
November 29,9 0,3*29,7+(1-0,3)*29,06=29,25
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December 28,8 0,3*29,9+(1-0,3)*29,25=29,45
January 27,6 0,3*28,8+(1-0,3)*29,45=29,25
February Forecast 0,3*27,6+(1-0,3)*29,25=28,76

Thus, the forecast of price per common share for February using simple exponential
smoothing is 29,09 dollars.

To measure the forecast accuracy is used the following errors: the absolute forecast error and

the mean forecast error [2]. The absolute forecast error (AFM) is the difference between the actual

statistical data () and the forecast values ( ¥, ):

AFE =y - ¥,, (4)

Mean forecast error (MFE) is a quantity used to measure how close forecasts are to the
eventual outcomes. The mean forecast error is the sum of absolute forecast errors that is divided by
number of periods (n):

MFE:Z(ytn_ yt):Z":ME’ (5)

Low value of the forecast error means the forecast is more accurate. Ideal value = 0; if MFE <
0, the forecast based on exponential smoothing tends to undervaluation; if MFE > 0, the forecast
based on exponential smoothing tends to overvaluation [3].
The absolute forecast errors are reported in the table 3.

Table 3
Calculation results
Price per Forecast for t_he per|(_)d before Absolute forecast
Months common share, _ current time perlod_t, error
dollars if the smoothed factor is 0,3
April 28,7 _ _
May 28,9 28,7 28,9-28,7=0,2
June 29,1 28,76 29,1-28,76=0,34
July 29,5 28,86 29,5-28,86=0,64
August 29,3 29,05 29,3-29,05=0,25
September 28,9 29,13 28,9-29,13=-0,23
October 29,7 29,06 29,7-29,06=0,64
November 29,9 29,25 29,9-29,25=0,65
December 28,8 29,45 28,8-29,45=- 0,65
January 27,6 29,25 27,6-29,25=-1,65
The mean forecast error by the formula (5) equals:
MEM — 0,2+0,34+0,64+0,25-0,23+0,64 +0,65—0,65-1,65 ~0,02.

9
Thus, the forecast of price per common share for February using simple exponential

smoothing is quite accurate, but tends to little overestimation, because the mean forecast error is
more than 0.
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Microsoft Excel provides a lot of possibilities to forecasting based on exponential smoothing.
Statistical data on price per common share for 10 months should be typed in Excel Spreadsheet. On
the Tools menu, click “Data” / “Data Analysis” / “Exponential smoothing”. The “Exponential
smoothing” dialog box opens. We need to fill three cells: input range, output range and damping
factor (Fig. 1). To fill “Input Range” click here and enter the cell reference for the range of data we
want to analyze. To fill “Damping factor” enter the damping factor you want to use as the
exponential smoothing factor. If smoothing factor is a =0,3; then damping factor is (1-a)=1-
0,3=0,7. To fill “Output range” enter the reference for the upper-right cell of the output table.
Finally, click Ok.
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Fig. 1. “Exponential smoothing” dialog box

Computation results are shown on Fig. 2. To compute the forecast of price per common
share for February highlight the last smoothed forecast value (cell C11) and copy it into the cell
C12 (Fig. 2). The absolute forecast errors and mean forecast error are reported on fig. 2.
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5 November 29,90 2925 0,65
10 December 28.80 29,45 -0.65
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Fig. 2. Forecast output
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The application of double exponential smoothing on practice is described in example below.
Using above example we need to compute the forecast of price per common share for February
using double exponential smoothing, if the trend smoothing factor is $=0,2.
The best estimate of the trend for April doesn’t calculate due to lack of previously reported
data. The best estimate of the trend for May is zero. The best estimates (b;) of the trend for the other
time periods t are reported in the table 4.

Table 4
Calculation results
Forecast for the
Price per period before current Best estimate of the trend for the time
Months common time period t, period t, if the trend smoothing factor
share, dollars | if the smoothed factor is 0,2
is0,3

April 28,7 _ _
May 28,9 28,7 0
June 29,1 28,76 (1-0,2)*0+0,2*(28,76-28,7)= 0,01
July 29,5 28,86 (1-0,2)* 0,01+0,2*(28,86-28,76)=0,03
August 29,3 29,05 (1-0,2)*0,03+0,2*(29,05-28,86)=0,06
September 28,9 29,13 (1-0,2)*0,06+0,2*(29,13-29,05)=0,06
October 29,7 29,06 (1-0,2)*0,06+0,2*(29,06-29,13)=0,04
November 29,9 29,25 (1-0,2)*0,04+0,2*(29,25-29,06)=0,07
December 28,8 29,45 (1-0,2)*0,07+0,2*(29,45-29,25)=0,09
January 27,6 29,25 (1-0,2)*0,09+0,2*(29,25-29,45)= 0,04

February Forecast 28,76 (1-0,2)*(0,04)+0,2*(28,76-29,25)= - 0,07

Thus, the best estimate of the price per common share for February is — 0,07 dollars. The
forecast of price per common share for February using double exponential smoothing is the sum of
the price per common share forecast for February based on simple exponential smoothing and the
best estimate of the price per common share for February.

A

Yoes = 28,76 —0,07 = 28,69 dollars.

The forecast of price per common share for February using double exponential smoothing
equals 28,69 dollars.

Computations of the best estimate of the price per common share for February and the
forecast of price per common share for February using double exponential smoothing are reported
on fig. 3.
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Fig. 3. Forecast output

Conclusion. The data example | used previously is a very good example of a situation
where we really need to predict financial data in financial markets such as stock or bond, foreign
exchange, insurance, credit, primary and secondary markets. The exponential smoothing models
provides the following advantages: it is easy to apply, it can produce accurate forecasts, it can
produce forecasts quickly, it gives greater weight to more recent observations and it can alter the
value of the smoothing constant to fit the model properly in any different circumstances. Thus, the
exponential smoothing models are effective in providing the valuable decision information for
managers and investors.
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